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      چكيده

 
سبب كاهش  گردد. تشخيص زودهنگام اين سرطانهاي شناخته شده محسوب ميسرطان ريه جزء اولين سرطانزمينه و هدف: 

منـدي از هاي اخير بهرهلهاي سرسام آور درماني و عامل اصلي در بقاء و زنده ماندن افراد است. در ساطول درمان و صرف هزينه
ده است. شين سرطان هاي هوشمند، سبب تسريع در تشخيص زودهنگام اكاوي و الگوريتمهاي كامپيوتري در استفاده از دادهروش

م ژنتيـك بـراي سازي الگـوريتمؤلفه اساسي و پرسپترون چندلايه با بهينههدف اين مقاله ارزيابي نقش روش جديد بر پايه تحليل 
  تشخيص بيماري سرطان ريه مد نظر است.

ويژگـي  57ه بيمـار بـا پرونـد 32شـامل  UCI از پايگاه داده يادگيري ماشينهاي مورد استفاده در اين مطالعه، داده روش كار:
ن ريـه بـا هـاي اصـلي سـرطامرحله استخراج ويژگي و كاهش ابعاد داده، داده درپردازش، استخراج شد. پس از انجام مراحل پيش

هـاي كـاهش داده شـده بـه بنـدي ايـن ويژگيويژگي كاهش يافت. سپس در مرحله طبقه 17استفاده از تحليل مؤلفه اساسي به 
اسـيت و ي دقـت، حسبـه معيارهـاسازي الگوريتم ژنتيك داده شد و حساسيت و ويژگي مدل با توجـه پرسپترون چندلايه با بهينه

  صورت گرفت. SPSSو  MATLABافزار ها با استفاده از نرمصحت بررسي گرديد. كليه تحليل
و صـحت،  بندي، حساسيتدقت طبقهها به ترتيب ميانگين پارامترهاي سازيبراي مدل پيشنهادي، نتايج حاصل از شبيه ها:يافته

  درصد بدست آمد. 16/99، 98، 65/98
 وار مـؤثرتر دهد كه سيستم پيشـنهادي در تشـخيص سـرطان ريـه بسـيهاي واقعي نشان مينتايج حاصل از داده گيري:نتيجه
  .ده قرارگيردورد استفامهاي كاربردي باليني به عنوان دستيار پزشك تواند براي برنامهها بوده است و ميتر از ساير روشسريع
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A novel technique based on principal component analysis and multi-layer 
perceptron with genetic algorithm optimization for diagnosis of lung 
cancer 
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Abstract   

 
Background: Lung cancer was known as primary cancers. Early detection of lung 
cancer reduces the length of treatment and spends a great deal of cost on the 
survival and survival of the individual. In recent years, the use of computer 
techniques in the use of data mining and intelligent algorithms has accelerated the 
early diagnosis of this cancer. The purpose of this paper is to evaluate the role of 
the new method based on Principal Component Analysis and Multi-Layer 
Perceptron with Genetic Algorithm optimization for Diagnosis of Lung Cancer. 
Methods: In this study, the lung cancer dataset used was taken from the UCI 
machine learning database, including 32 patient records with 57 features. After 
performing its preprocessing steps, in the process of extraction of features and 
reduction of data dimensions, the main data of lung cancer were reduced to 17 
characteristics using a basic component analysis. Then, in the classification step, 
these characteristics were reduced to multilayer perceptron by optimizing the 
genetic algorithm and the sensitivity and specificity of the model were studied 
according to the accuracy, sensitivity and Specificity. All analysis and synthesis 
were performed using the software of MATLAB and SPSS. 
Results: For the proposed model, the results of the simulations were the mean of 
classification accuracy, sensitivity and specificity, respectively, 98.86, 98 and 
99.16%. 
Conclusion: The results on real data indicate that the proposed system is very 
effective in the diagnosis of lung cancer and can be used for clinical applications. 
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  مقدمه

كه در بافت ريه و معمـولاً است سرطاني سرطان ريه، 
 شـود. دوهاي پوشاننده مجاري هـوايي ايجـاد ميسلول

نوع عمده سرطان ريه شامل سرطان ريه سلول كوچـك 
و سرطان ريه غيرسلول كوچك است. اين انواع سـرطان 

ها زيـر ميكروسـكوپ ريه براساس نماي ظـاهري سـلول
اين نوع سرطان در سراسر دنيا  .)1( دشونبندي ميطبقه

ه از اهميت بالايي در نظام سلامت كشورها برخوردار بود
ترين علـت تـرين و شـايعتوان گفـت يكـي از مهمو مي

شود مرگ ناشي از سرطان در مردان و زنان محسوب مي
). در كشور ايران نيز متأسفانه اين سـرطان در حـال 2(

). سرطان ريه 3(باشد گسترش در بين مردان و زنان مي
د در ايران بعد از سرطان معده دومين علت مرگومير افرا

  ). 4به علت سرطان است (
با توجه به عوامل متعـدد در تشـخيص ايـن بيمـاري، 

ترين مشكلات، تشخيص ديرهنگام آن در يكي از اساسي
مراحل پيشـرفته و خطرنـاك بـوده و امكـان جراحـي و 

ــت ــان موفقي ــادرم ــيار پ ). 2يين اســت (آميز در آن بس
بنابراين تشخيص سريع اين سـرطان در مراحـل اوليـه، 

برد بعـلاوه در شانس درمان و طول عمر بيمار را بالا مي
هاي بــالاي درمــان بــراي بيمــاران مبــتلا بــه آن هزينــه
شود. از آنجا كه در تحقيقات مربـوط بـه جويي ميصرفه

بيني و تشـخيص بيمـاري، مسـئله سـلامت حوزه پيش
بينـي درسـت نتـايج اهميـت طرح اسـت، پيشانسان م

هايي استفاده شود يابد بنابراين بايد از روشبيشتري مي
كــه تشــخيص بــر اســاس آنهــا داراي كمتــرين خطــا و 

گيـري از بيشترين دقت، صحت و اطمينـان باشـد. بهره
ــههــاي هوشــمند تشــخيص بيمــاري ســرطان روش  ري
يـن تواند گام مؤثري در جهت تشخيص زود هنگـام امي

وري ها بـراي بهـرهترين روشبيماري باشد. يكي از نوين
كـاوي و هاي حجيم استفاده از دادهموثر و سريع از داده

ها با هدف هاي عصبي مصنوعي است كه اين روششبكه
هـاي ها و الگوهاي پيشبيني كننده در زمينهتوليد مدل

هاي كـامپيوتري و مختلف پزشـكي رواج يافتـه و مـدل
توانـد راهنمـاي خـوبي بـراي كاوي ميداده هايتكنيك

با  بيماري سرطان ريهپزشكان باشد. در زمينه تشخيص 

هاي اخيــر كــاوي طــي ســالهــاي دادهاســتفاده از روش
كارهايي انجام شده كه خود تاييدي بـر ايـن اسـت كـه 

گيري از شـبكه هـوش كاوي و بهرههاي نوين دادهروش
ايي روابـط مهـم مصنوعي، ابزار مـوثري را بـراي شناسـ

كنـد كـه هاي پزشكي فراهم ميسلامت از درون پرونده
  كنيم.در اين قسمت به چند نمونه آن اشاره مي

ــال  ــارانش در س ــاذري و همك ــابي  2015اب ــه ارزي ب
بندي نـرخ بقـاي بيمـاران آگهي در ردهمتغيرهاي پيش

گيري مبتلا به سرطان ريه با استفاده از درخـت تصـميم
دل غربي پرداختند و با استفاده از مجاندر استان آذرباي
گيري متغيرهاي وضعيت درمان، وضعيت درخت تصميم

ي تومـور سيگاري بودن، سن تشخيص بيماري و مرحله
در  دليري. )5( به عنوان متغيرهاي مهم شناسايي كردند

ــراي  2012ســال  ــي ب ــك سيســتم اتوماتيــك تركيب ي
تشــخيص ســرطان ريــه بــر اســاس الگــوريتم ژنتيــك و 

ارائــه داده و  (ELM)ماشــين يــادگيري حــداكثر فــازي 
 %85/98ميزان دقت بـه دسـت آمـده بـا روش فـوق را 

    .)6( گزارش كرده است
تعداد مطالعات صورت گرفتـه در خصـوص تشـخيص 

كـاوي و شـبكه عصـبي هـاي دادها روشسرطان ريـه بـ
ه، لـدر اين مقامصنوعي در ايران بسيار محدود است لذا 

تحليل مؤلفه اساسـي بـه عنـوان بر  مبتنيروشي جديد 
روشي جهت كاهش ابعاد داده و شبكه عصبي مصـنوعي 

 سـازي الگـوريتمبا بهينه با ساختار پرسپترون چند لايه
زش اطلاعـات، ژنتيك به عنوان الگـوريتمي جهـت پـردا

و  پيشنهاد شده است سرطان ريه براي تشخيص بيماري
در پايان ميزان دقـت تشـخيص بدسـت آمـده بـا سـاير 

   .)1ل شك( ها مقايسه شده استروش
ساختار كلي شبكه عصبي مصنوعي مبتني بر ساختار 
پرسپترون چند لايه مبتني بـر الگـوريتم ژنتيـك بـراي 

در ايـن مقالـه  هاي بيماري سرطان ريهبندي دادهطبقه 
  داده شده است. نشان
  

  روش كار
تشـخيص بيمـاري در اين پژوهش به ارائه مدلي براي 
پرداخته شـد.  UCIسرطان ريه بااستفاده از پايگاه داده 
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آوري داده، مدل ارائـه شـده داراي چهـار مرجلـه جمـع
ابعـاد داده هـا، كـاهش سازي دادهپردازش و نرمالپيش

بااستفاده از تحليل مؤلفه اساسي و پردازش اطلاعـات و 
ــا طبقه ــه ب ــپترون چندلاي ــتفاده از پرس ــا اس ــدي ب بن
سازي الگوريتم ژنتيك است كه در ادامه به تشريح بهينه

  شود.هريك از مراحل پرداخته مي
آوري داده: پايگاه داده سرطان ريه مورد استفاده جمع

مورد پرونـده بيمـار كـه هريـك  32در اين مقاله شامل 
ويژگي بودند كـه ويژگـي نهـايي مربـوط بـه  57داراي 
هاي اسـتخراج بندي آنهاست استفاده شد. ويژگيكلاس

ايـن  Xهاي اشـعه هاي باليني و دادهدادهشده بر اساس 
ها بيماران به دست آمده است و تمام مقادير اين ويژگي

اين پايگـاه داده مربـوط بـه مشخص شده بود.  3تا  0از 
بندي سه نوع سرطان ريه بوده كه در سه كـلاس دسـته

نمونه، كلاس دوم شامل  9شده است. كلاس اول شامل 
نمونه مـورد اسـتفاده  10نمونه و كلاس سوم شامل  13

مربوط به بيمـاران مبـتلا هاي مجموعه دادهقرار گرفت. 
به سرطان ريه موجـود در انبـار داده يـادگيري ماشـين 

 UCI: University of) دانشــگاه ايــروين، كاليفرنيــا
California, Irvine) ) ها بـا ). كليه تحليل7استفاده شد

  صورت گرفت. SPSSو  MATLABافزار استفاده از نرم
پـردازش و پيشهـا: سـازي دادهپردازش و نرمالپيش

كار بسـته  هها بپاكسازي داده با هدف ارتقاءكيفيت داده
ــوندمي ــب دادهش ــب مناس ــوان ورودي . قال ــه عن ــا ب ه

كاوي در نتايج و خروجي تأثيرگذار است. اگر مقادير داده
هاي مجموعه داده در دامنه متفاوتي قرار داشـته ويژگي

يابد. بـه ها افزايش ميباشند، احتمال بروز خطا در يافته
هاي يك جامعه آماري در دامنـه مشـابه، قرار دادن داده

 شـده رييگاندازه ريمقاد. )8(شود سازي گفته مينرمال
 نيا در محدوده نيا. شدند ليتبد دييجد يمحدوده به

  .شد فيتعر±1 مقاله
 ):PCA داده: تحليــل مؤلفــه اساســي كــاهش ابعــاد

Principal Component Analysis( هش اروشي براي ك
هاي اساسـي در تحليل مؤلفـه .)9( باشدها ميابعاد داده

اسـت كـه  متعامد تبديل خطييك ) 10( تعريف رياضي
كـه طوريبـرد بهجديـد مي دستگاه مختصاتداده را به 

مختصـات، بزرگترين واريانس داده بر روي اولين محـور 
ــور  ــين مح ــر روي دوم ــانس ب ــرين واري ــين بزرگت دوم

 .گيرد و همين طور براي بقيهمختصات قرار مي
ଵݔሼهــاي بــراي مجموعــه داده … . ، محاســبه ௠ሽݔ
ها از طريق رابطه زيـر بدسـت ماتريس كوواريانس نمونه

෍ൌ  آيد.مي 1݉ ෍ሺݔ௜௠
௜ୀଵ െ ௜ݔሻሺݔ̅ െ  ሺ1ሻ																																			ሻ்ݔ̅

در تعداد نمونه ها اسـت.  mميانگين نمونه ها و  ݔ̅ كه
ݔ̅  حالي كه: ൌ ଵ௠∑ ሺ2ሻ௠௜ୀଵ																																																					௜ݔ   

ــاتريس در  ــژه م ــردار وي ــژه و ب ــدار وي ــبه مق محاس

  
  بندي سرطان ريهيه مبتني بر الگوريتم ژنتيك براي طبقهساختار كلي شبكه عصبي مصنوعي مبتني بر ساختار پرسپترون چند لا -1شكل 
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ها، بيشترين مقـدار ويـژه بدسـت آمـده كوواريانس داده
هاي تحليـل مؤلفـهداراي بالاترين اهميت بردار ويژه در 

 است. اساسي
 بـه در ايـن مقالـه ساسـيتحليل مؤلفه ابا استفاده از 

استخراج متغيرهاي مهم (به شـكل مؤلفـه) از مجموعـه 
تـا بـه پـردازيم ميمتغيرهاي موجود در مجموعـه داده 

ثبت اطلاعات بيشتر با تعداد كمتري از متغيرهـا كمـك 
هـا نيـز معنـادارتر سازي داده. بدين شكل، بصرينماييم

هـاي شود. تحليل مؤلفه اساسي هنگامي كـه بـا دادهمي
 كار داشـته باشـيد،وداراي سه يا تعداد بيشتري بعُد سر

ايـن مفهـوم بـراي  .) 2لشـك( )11(است كاربردپذيرتر 
داده شـده  نشـان براي اين پـژوهش هاي دو بعديداده

  است.
عصـبي مصـنوعي بندي: شـبكه پردازش داده و طبقه

(ANN: Artificial Neural Network) )12(  الگــويي
ــات مي ــردازش اطلاع ــراي پ ــد از ب ــا تقلي ــه ب ــند ك باش

هاي عصبي بيولوژيكي مثـل مغـز انسـان سـاخته شبكه
اند. عنصر كليدي اين الگو ساختار جديـد سيسـتم شده

باشد و از تعداد زيـادي عناصـر پردازش اطلاعات آن مي
ارتباطات قوي داخلي كه هماهنگ با هم براي  (نرون) با

يكي  اند.كنند تشكيل شدهحل مسائل مخصوص كار مي
 پرسـپترون اربرد شبكه عصـبيكهاي عصبي پراز شبكه

بـا روش  (MLP: Multi-Layer Perceptron)چند لايه 
 كه در صورت انتخاب صـحيحاست  انتشارپس يادگيري
را  تم غير خطـيداخلي، قادر است هر نوع سيس ساختار

. يــك شــبكة پرســپترون چنــد لايــه دنمايــ بنــديمدل
تواند به سادگي با تعريف اوزان و توابع مناسب مـورد مي

استفاده قرارگيرد . توابـع فعاليـت مختلفـي بـه فراخـور 
گيـرد اسلوب مسئله در نرون ها مورد اسـتفاده قـرار مي

مـورد اسـتفاده در ايـن  شبكه عصـبي مصـنوعي ).13(
ورودي، خروجي و پردازش تشـكيل  ي، از سه لايهمقاله
 هاي عصـبيشود. هر لايـه شـامل گروهـي از سـلولمي

هاي هـاي لايـهي نوروننورون) است كه عموماً با كليـه(
مگر اين كه كاربر ارتبـاط بـين  ديگر در ارتباط هستند،

يه با سـاير هاي هر لاها را محدود كند؛ ولي نوروننورون
قبـل از  .)14( هاي همـان لايـه، ارتبـاطي ندارنـدنورون

هـاي هـا و اريبكار بـردن مـدل شـبكه عصـبي، وزنبه
شوند. به همين هاي شبكه تعيين ميارتباط دهنده نرون
ها براي تدوين ساختار مـدل بــه سـه منظور تمام داده
هـا، بـه ن گـروه دادهاولـي). 15( شـوندگروه تقسـيم مي

هـاي ها و اريببراي تعيين وزنش هاي آموزعنوان داده
ــه ــد. دومــين گــروه از دادهكار ميشــبكه ب هــا، كــه رون

شوند، بـراي ارزيـابي نتـايج هاي اعتباري ناميده ميداده
گيري درخصوص توقف آموزش مرحله آموزش و تصميم

شـوند. تعيـين دقـت مـدل، و يـا بـه شبكه استفاده مي
ها، عبارتي آزمون مدل، بـا استفاده از سومين گروه داده

هــاي آزمــون كــه در تــدوين مــدل اســتفاده يعنــي داده
ساختار كلي شـبكه  3ل شكدر  شود.مي اند، انجامنشده

 عصبي مصنوعي مبتني بر ساختار پرسپترون چند لايـه
  داده شده است. نشان

يـك  (GA: Genetic Algorithm)  الگـوريتم ژنتيـك
باشد كـه اسـاس زي مياسروش براي حل مسائل بهينه

هــاي طبيعــي آن بــر انتخــاب، بقــاء و تكامــل در محيط
توان براي انواع استوار است. روش الگوريتم ژنتيك را مي

  
  )9( ترين نقاط قرار دارند)تحليل مؤلفه اساسي (محورهاي جديد در جهت پرتراكم -2شكل 
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هاي اســتاندارد يابي كه مناسب براي روشمسائل بهينه
همچنـين ايـن روش سازي نيستند، استفاده نمود. بهينه

در مسائلي كه در آنها تـابع هـدف ناپيوسـته، غيرقابــل 
گيري، آماري، بسيار غيرخطي و يا داراي مقـادير مشتق

در ايــن  .)16شـود (مي كار بردهبهينه موضعي باشد، به
سازي رياضي نظام انتخـاب طبيعـي روش سعي بر مدل

اسـت. در طبيعت عملگرهاي ژنتيكـي بسـياري دخيـل 
شند اما در الگوريتم ژنتيك اين عملگرهـا عبارتنـد بامي

ـــه ــداز: ب ــلم گزيني، تولي ــي (Reproduction)ث  ، تلاق
(Cross over) و پرش (Mutation)هاي مورد . ابتدا داده

سازي و كاهش ابعاد پردازش، نرمالاستفاده پس از پيش
داده، قبل از معرفي به شبكه عصـبي مصـنوعي توسـط 

  سازي گرديد.نهالگوريتم ژنتيك بهي
هاي طـور كلـي در سيسـتم بـههاي ارزيـابي: شاخص

هــا بــراي بررســي ميــزان موفقيــت و تشــخيص بيماري
 Confusion) ها از ماتريس آشفتگيكارايي اين سيستم

Matrix) اين مقالـه، بـراي ارزيـابي شود. در استفاده مي
ــدل ــتاز شــاخص هام و صــحت   ، حساســيتهاي دق

بندي بر دسته ميزان دقت يك روش شود كهاستفاده مي
مشــاهداتي از  هـاي آزمـون، درصـدروي مجموعـه داده

توسط مـدل مـورد  مجموعه آزمون است كه بـه درستي
حساسيت عبارت است از . بندي شده استاستفاده دسته
كردن توانايي سيستم در تشـخيص مشخص ميزاني براي

آنها را صحيح  بندي موارد واقعاً بيمار كه سيستمدسته و
عبـارت اسـت از  . صـحتدهـدو سرطاني تشـخيص مي

توانايي سيستم در تشـخيص  كردنميزاني براي مشخص

واقعاً سالم كه سيستم آنهـا را بـه  بنـدي مـواردو دسـته
هـاي توسط فرمول ودهد تشخيص ميصـورت صـحيح 

  شوند.. بيان مي5. و 4. 3
Accuracy= ୘୔ା୘୒୘୔ା୘୒ା୊୔ା୊୒																																		ሺ3ሻ 

Sensitivity= ୘୔୘୔ା୊୒																																													ሺ4ሻ 

Specificity= ୘୒୘୒ା୊୔																																													ሺ5ሻ  

 
(True Positive) TP ،(True Negative) TN ،

(False Positive) FP ،(False Negative) FN ترتيب به
هـاي هاي درسـت، مثبتدرست، منفي هايتعداد مثبت
  .باشدهاي نادرست ميمنفي نادرست و

  
  هايافته

هـاي مـورد مطالعـه پـيشدر اين پژوهش ابتـدا داده
جهـت كـاهش  PCAپردازش شد و سپس از الگـوريتم 

هاي حاصـل از تحليـل يافتـه ابعاد داده استفاده گرديد.
تغييرات مقادير  4 شكلمولفه اصلي به صورت زير است. 

دهـد. ايـن نمـودار مي ها نشانويژه را در ارتباط با عامل
رود. با توجـه كار ميها بهبراي تعيين تعداد بهينه مؤلفه

بـه هفـدهم شود كه از عامـل مشاهده ميبه اين نمودار 
 هفدهتوان شود، پس ميبعد تغييرات مقدار ويژه كم مي

عنوان عوامل مهم كـه بيشـترين نقـش را در عامل را به
   .ها دارند، استخراج كردنس دادهاتبيين واري

 هـاي ورودي و مطلــوببعـد از مشـخص نمـودن داده
، عمل چيدن مؤلفه اصلي بود 17كه شامل  PCAتوسط 

  
  )12(ساختار كلي شبكه عصبي مصنوعي مبتني بر ساختار پرسپترون چند لايه  -3شكل 
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هــا روي صــفحه رديف(Randomization)  فيتصــاد
پارامترهاي شبكه عصـبي، شـامل  .گسترده انجام گرديد

هـا در لايـه پنهـان، بـا و تعـداد نرون متغيرهاي ورودي
كه در مرحلـه آزمـون يابي شدند الگوريتم ژنتيك  بهينه

هاي توسط مدل، يا داده شبكه عصبي، نتايج برآورد شده
داشــته  هاي اصـليمؤلفـهرا بـا  رين برازشبهت خروجي
ـــه از باشــــند ـــن مرحل ـــاي درصـــد داده 70. در اي ه

كه شامل هفـده مؤلفـه  PCAپردازش شده توسط پيش
جهت آموزش شبكه عصبي مصنوعي با استفاده اول بود، 

از الگوريتم ژنتيك استفاده شده اسـت. در مرحلـه بعـد 
پردازش شده توسـط الگـوريتم هاي پيشدرصد داده 30

PCA ــنوعي به ــبي مص ــبكه عص ــه ش ــردار ب ــورت ب ص
همچنـين  افـزار اعمـال گرديـد.سازي شده در نرمپياده

هاي مختلف شبكه عصبي براي حصول بهتـرين معماري
، حساسيت و و دقت كلاسبندي مورد بررسي قرار گرفت

سازي الگـوريتم به دست آمده با استفاده از بهينه صحت
، 98، 65/98ترتيب برابر به براي بهترين معماري ژنتيك

. 1طور كـه در جـدول درصد بدست آمد. همـان 16/99
كنيد انتخاب دقيق بهتـرين معمـاري نقـش مشاهده مي

اي در افزايش دقت، حساسيت و صحت تشـخيص عمده
  شبكه دارد. 

  
  گيريبحث و نتيجه

در اين مطالعه سعي شده است براي بهبود تشـخيص 
از روش جديد بر پايه تحليل مؤلفه اساسـي  سرطان ريه

جهت اسـتخراج ويژگـي و كـاهش ابعـاد داده بـا حفـظ 

  
  گراف براي تعيين تعداد عاملنمودار اسكري -4شكل 

  
  استخراج شدهسه عامل اول نمودار سه بعدي پراكنش متغيرها نسبت به  -5لشك
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سـازي بهينهبيشترين اطلاعات و پرسپترون چندلايه بـا 
الگوريتم ژنتيك بـراي تشـخيص بيمـاري سـرطان ريـه 

در ايـن بخـش كـارايي روش پيشـنهادي  استفاده شود.
هاي صورت گرفته تـا امـروز جديد با تعدادي از پژوهش

ــا اســتفاده  2012اوســي در ســال  شــود.مقايســه مي ب
ابتدا به  GDA—LS_SVMسيستم تشخيص تخصصي 

ي سرطان ريه و سپس هاكاهش ابعاد و استخراج ويژگي
ميزان دقت به دست آمـده بندي آنها پرداخته و به طبقه

گزارش كرده است كه نسـبت  %875/96با روش فوق را 
به روش پيشنهادي با توجـه بـه معيـار دقـت، عملكـرد 

 2014لو و همكـارانش در سـال   .)22(تري دارد پايين
ســرطان ريــه بــا يــك روش هوشــمند بــراي تشــخيص 

استفاده از الگوريتم ژنتيك بر پايه روش انتخاب ويژگـي 
ارائه داده ميزان دقت تشخيص به دست آمـده بـا روش 

ــوق را  ــزارش كرده %99ف ــدگ ــه روش  ان ــه نســبت ب ك
رغم دقت خوب بدسـت آمـده بـه علـت پيشنهادي علي

بر بـودن و حجـم بـالاي ديتـاي ورودي از قابليـت زمان
. همچنـين )23(اجرايي شدن كمتري برخـوردار اسـت 

گيـري بـا بهره 2001اين نويسنده و همكارانش در سال 
رسـيده  %5/87بـه دقـت  FCBFاز روش محلول فيلتر 

بودند كه نسبت به روش پيشنهادي با توجـه بـه معيـار 

). 17تري به دسـت آورده بودنـد (كرد ضعيفدقت، عمل
از  MMLبـا اسـتنباط  2004تان و همكارانش در سال 

اند بــه دقــت گيري تنهــا توانســتهروش درخـت تصــميم
دســت يابنــد كــه نســبت بــه روش پيشــنهادي  8/46%

ــايج ). 18تري دارد (عملكــرد ضــعيف ــا نت در مقايســه ب
كـه آمده در مطالعات پيشين، در ايـن پـژوهش دستبه

روشي متفاوت با مقالات ذكرشده بود طراحي و ارزيـابي 
، حساسـيت صورت گرفت كه نتيجه آن رسيدن به دقت

بـوده درصد  16/99، 98، 65/98ترتيب برابر به و صحت
تواند پژوهش حاضـر را از مطالعـات چه كه مياست. آن

گيـري از پيشين متمايز كند عـلاوه بـر دقـت بـالا، بهره
اري و نيز سرعت بالاي آن در تشـخيص الگوريتم فراابتك

سرطان ريه است كه با استخراج ويژگي و كـاهش ابعـاد 
ــدگي ــا داده، پيچي ــه اســت. ب هاي مســئله كــاهش يافت

ها از جملـه عـدم اسـتفاده از حال برخي محـدوديتاين
ديتاي بومي به علت دردسترس نبودن اطلاعات بيماران 

نتايج اين  و تعداد محدود مراكز تخصصي درمان بر روي
نتـايج بـه دسـت  .2جدولپژوهش موثر بوده است.  در 

اند كــه روش هــاي ديگــر مقايســه شــدهآمــده بــا روش
  باشد. ها ميپيشنهادي ما جزء بالاترين دقت

با توجه به نتايج اين مقاله، استفاده از الگوريتم تحليل 

  هاي مختلف شبكه عصبي پرسپترون چندلايهنتايج معماري -1جدول
 

  نوع معماري  دقت حساسيت  صحت
64/90  19/87 27/88  17-8-3-3  
57/93  25/90 14/92  17-10-3-3  
16/99  98 65/98  17-12-3-3  
84/94  65/91 35/93  17-15-3-3  
66/86  78/84 68/85  17-18-3-3  

  هاي مختلف  در تشخيص سرطان ريهسازيها در پيادهمقايسه دقت داده -2جدول
  نويسندگان و منبع  سال دقت روش  رديف

1  FCBF 5/87 2001  ) 17لو و همكاران(  
2  MML oblique tree8/46 2004   18(تان و همكاران(  
3  RS/RSP 01/70 2005   19(بوستروم و همكاران(  
4  MAXENT-H3/43 2005  ) 20هندريك(  
5  k-NN + Reduction75 2005  ) 21باديو و همكاران(  
6  GDA-LS_SVM 87/96 2011    22(اوسي(  
7  GA-FELM 85/98 2012   6(دليري(  
8  GA based feature selection method99 2014   23(لو و همكاران(  
9  PCA-GA_MLP65/98 2019  پژوهش حاضر  
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٥٦  
  

 و همكاري فيشر يعل

   http://rjms.iums.ac.ir                             8139 دي، 10، شماره 26دوره    علوم پزشكي رازيمجله

مؤلفه اساسي جهت استخراج ويژگي و كاهش ابعاد داده 
مولفه اساسي و استفاده از الگوريتم  17ويژگي به  57از 

سازي ساختار پرسپترون چنـد لايـه ژنتيك جهت بهينه
باعث افزايش دقت تشخيص بيماري سـرطان ريـه شـد. 

توانـد كاوي ميهاي كامپيوتري و دادهروشگيري از بهره
هـا كمك شـاياني بـراي پزشـكان در تشـخيص بيماري

ــن روشداشــته باشــد و پزشــكان مي ــا اي ــا، تواننــد ب ه
متغييرهاي بيشتري را در مدت زمـان كمتـري در نظـر 

توانـد بـه داشته باشند. اين روش جديد غيرتهاجمي مي
ناسايي عنوان يك روش موفق و دستيار پزشك جهت ش

هاي درمان بيماري سـرطان ريـه مـورد و كاهش هزينه
  استفاده قرار گيرد.

  
   تقدير و تشكر

بـه انجـام  لرستاندانشگاه  حمايت ماليعه با لاين مطا
داننـد تـا از بر خود لازم مي لذا نويسندگاناست رسيده 

تشكر و  هاي ماليحمايتدانشگاه جهت محترم مديريت 
  د.قدرداني نماين
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